**Air Quality Index Forecasting via Genetic Algorithm-Based Improved Extreme Learning Machine**

**Abstract:**

Air quality has always been one of the most important environmental concerns for the general public and society. Using machine learning algorithms for Air Quality Index (AQI) prediction is helpful for the analysis of future air quality trends from a macro perspective. When conventionally using a single machine learning model to predict air quality, it is challenging to achieve a good prediction outcome under various AQI fluctuation trends. In order to effectively address this problem, a genetic algorithm-based improved extreme learning machine (GA-KELM) prediction method is enhanced. First, a kernel method is introduced to produce the kernel matrix which replaces the output matrix of the hidden layer. To address the issue of the conventional limit learning machine where the number of hidden nodes and the random generation of thresholds and weights lead to the degradation of the network learning ability, a genetic algorithm is then used to optimize the number of hidden nodes and layers of the kernel limit learning machine. The thresholds, the weights, and the root mean square error are used to define the fitness function. Finally, the least squares method is applied to compute the output weights of the model. Genetic algorithms are able to find the optimal solution in the search space and gradually improve the performance of the model through an iterative optimization process. In order to verify the predictive ability of GA-KELM, based on the collected basic data of long-term air quality forecast at a monitoring point in a city in China, the optimized kernel extreme learning machine is applied to predict air quality (SO2, NO2, PM10, CO, O3, PM2.5 concentration and AQI), with comparative experiments based CMAQ (Community Multiscale Air Quality), SVM (Support Vector Machines) and DBN-BP (Deep Belief Networks with Back-Propagation). The results show that the proposed model trains faster and makes more accurate predictions.
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**INTRODUCTION**

Air pollution is a prevalent environmental problem in the twenty-first century. In light of the rapid industrialization and urbanization, air pollution is getting worse, which greatly affects our living environment and health [1]. Li et al. came to the conclusion that outdoor physical activity poses numerous health risks due to ambient air pollution in China. [2], [3]. According to the Chinese Ambient Air Quality Standards (GB3095-2012), there are six conventional air pollutants used to measure air quality: sulfur dioxide (SO2), nitrogen dioxide (NO2), particulate matter with a particle size less than 10 microns (PM10), particulate matter with a particle size less than 2.5 microns (PM2.5), ozone (O3), and carbon monoxide (CO) [4], [5], [6]. These pollutants have adverse effects on human health. The International Energy Agency estimates that air pollution causes 6.5 million premature deaths per year, while long-term exposure to pollutants, such as fine particles (e.g.,PM2.5) or traffic-related pollutants, is linked to higher rates of lung cancer, coronary heart disease, and other illnesses [7], [8]. Therefore, studies on air quality prediction are particularly important and are considered a key factor for environmental protection. In order to more comprehensively assess the health effects of air pollution, numerous air quality monitoring stations have been set up in major cities. Air quality predictions can be made based on the data collected from these stations. Air quality monitoring, modeling, and accurate predictions are important for having a clear understanding of future pollution levels and their associated health risks. Recently, the inherent property of machine learning algorithms to automatically learn features at multiple levels of abstraction has become increasingly important in providing solutions to this challenging task [9], [10]. However, the model only forecasts PM10 and SO2 levels, and it is also challenging to obtain measurement values needed to construct the dataset [11]. Wu Q. et al. proposed an optimal-hybrid model for daily AQI prediction considering air pollutant factors, with the model’s inputs being the six atmospheric pollutants. However, neural networks typically struggle with slow learning, a tendency to fall into local minima, and a complex network training process. Based on the generalized inverse matrix theory, Huang et al. proposed an extreme learning machine (ELM) algorithm with a feedforward neural network that includes a single hidden layer, such that the problems of conventional neural network algorithms are circumvented. The ELM algorithm used to predict the AQI outperformed neural networks in terms of parameter selection, training speed, and prediction accuracy [12]. However, the parameters of the hidden layer nodes and the number of nodes in the test hidden layer are selected at random, which puts the prediction accuracy to a great test. In order to solve the aforementioned problems, we propose to optimize the number of ELM hidden layer nodes, thresholds, and weights, along with an improved genetic algorithm (GA) that uses root mean square error (RMSE) as the fitness function, to obtain the optimal network structure for air quality prediction [14]. The number of hidden layer nodes is updated by continuous coding discretization, the input weights and hidden layer thresholds are updated by continuous coding, and the update thresholds and weights are selected with the number of updated layers to form a hierarchical control structure [15]. The proposed GA-based improved extreme learning machine (GA-KELM) algorithm is applied to air quality prediction, and its performance is compared with that of community multiscale air quality modeling system (CMAQ), support vector regression (SVR), and deep belief network-back propagation (DBN-BP). The results show that the accuracy of the proposed GA-KELM algorithm is reliable for air quality prediction [16]. In this study, an improved extreme learning machine model based on a genetic algorithm is designed and applied to AQI prediction. To verify the effectiveness of the model, we conducted tests on three real-world datasets. The results confirmed that the proposed method has superior performance and outperforms some advanced methods currently in use. The main contributions of this paper are: (1) modifying the ELM activation function or using the kernel function to improve the prediction accuracy, (2) optimizing the ELM using GA to improve the stability of the results and further enhance the prediction accuracy, and (3) obtaining the correlation analysis results of atmospheric environmental quality prediction parameters by comprehensively considering each relevant factor in line with the actual situation. The remainder of this paper is organized as follows. Section II presents related work. Section III describes ELM and the proposed GA-KELM, and illustrates the improvements using the model. Section IV discusses experimental results where GA-KELM is compared with several other methods in terms of prediction results. The last section concludes the entire work and presents directions for future research.

**LITERATURE REVIEW**

Air quality prediction has been extensively researched in the literature [17]. In recent years, numerous researchers have made significant contributions to the field by leveraging quantitative studies and the latest techniques to identify various air quality patterns and their underlying trends [18]. Existing work in this area relies on statistical methods and shallow machine learning models to address the problem of air quality prediction [19]. Agarwal and Sahu [20] conducted air quality prediction studies by employing statistical models. Lary et al. [21] combined remote sensing and meteorological data with groundbased PM2.5 observations. Zheng et al. [22] proposed a hybrid prediction method that combines a linear regression- based temporal prediction method with an ANN-based spatial prediction method for pollutant concentrations. Zheng et al. [23] used a data-based approach for the next 48 hours of PM2.5 prediction, implementing a prediction model based on linear regression and neural network. They combined meteorological data, weather forecast data, and air quality data from monitoring stations. Rajput and Sharma [24] used a multiple regression model to represent the changes in air quality index (AQI), considering ambient temperature, relative humidity, and barometric pressure as the main parameters in the regression model for AQI calculation [25]. These classical methods and models all have the advantages of simple algorithms, easy processing, and acceptable prediction results. However, obtaining precise and specific air quality prediction values remains challenging [26]. Elbaz et. al. [27] proposed a novel deep learning approach that extracts high-level abstractions to capture the spatiotemporal characteristics of NEOM city in Saudi Arabia at hourly and daily intervals. Campbell et al. [28] described the development of FV3GFSv16 coupled with the ‘‘stateof-the-art’’ CMAQ model version 5.3.1. Jin et al. [29] proposed an interpretable variational Bayesian deep learning model with self-filtering capability for PM2.5 prediction information, which effectively improves prediction accuracy. Zhou et al. [30], [31], [32] proposed a method based on an improved Grasshopper optimization algorithm to classify the color difference of dyed fabrics using kernel extreme learning machine. In this study, the classification of color differences in dyed fabric images is performed using the kernel limit learning machine, and the kernel function parameters are optimized by the improved Grasshopper optimization algorithm to achieve color difference classification of dyed fabric images. Xue et al. [33] proposed a GA-based air quality prediction model to optimize the parameters of the weighted extreme learning machine (WELM). Despite the progress made by the aforementioned methods, they also exhibit limitations; their training efficiency is relatively low, and deep learning algorithms are not yet fully mature. These challenges present greater obstacles for the application of deep learning, necessitating improvements to existing models, the development of new models, and the enhancement of their predictive capabilities [34], [35]. The use of statistical or numerical forecasting techniques is subject to several limitations. Neural networks are widely used because of their unique associative abilities, memory, and distinctive learning [36], [37]. Given the highly nonlinear nature of AQI changes and the strong generalization and nonlinear characterization abilities of neural networks, the nuclear limit learning machine neural network model, also known as kernel extreme learning machine (KELM), is employed to investigate air quality prediction using a real dataset. The weights and threshold values of KELM are optimized using a genetic optimization algorithm [38].

### Existing System and Its Disadvantages

\*\*Existing System:\*\*

- The existing system typically uses a single machine learning model, such as traditional neural networks, for predicting air quality.

- Some of the prominent models referenced include the Community Multiscale Air Quality (CMAQ) modeling system, Support Vector Regression (SVR), and Deep Belief Network with Back-Propagation (DBN-BP).

\*\*Disadvantages:\*\*

1. \*\*Single Model Limitations:\*\* Using a single machine learning model often results in suboptimal performance due to the varied and fluctuating nature of AQI data.

2. \*\*Slow Learning:\*\* Traditional neural networks can suffer from slow learning processes.

3. \*\*Local Minima:\*\* Neural networks tend to get stuck in local minima, which affects prediction accuracy.

4. \*\*Complex Training Process:\*\* Training neural networks can be complex and time-consuming.

5. \*\*Random Parameter Selection:\*\* For methods like Extreme Learning Machine (ELM), the number of hidden nodes and the random generation of thresholds and weights lead to a degradation in the network's learning ability and prediction accuracy.

### Proposed System and Its Advantages

\*\*Proposed System:\*\*

- The proposed system is a Genetic Algorithm-based Improved Extreme Learning Machine (GA-KELM).

- This system introduces a kernel method to generate a kernel matrix that replaces the output matrix of the hidden layer in the ELM.

- A genetic algorithm (GA) is used to optimize the number of hidden nodes, the thresholds, and the weights of the ELM.

- The Root Mean Square Error (RMSE) is employed as the fitness function for the GA.

- The Least Squares Method is applied to compute the output weights of the model.

\*\*Advantages:\*\*

1. \*\*Improved Prediction Accuracy:\*\* The use of a kernel method in ELM and optimization via GA enhances the prediction accuracy by addressing the random parameter selection issue.

2. \*\*Optimized Network Structure:\*\* GA optimizes the number of hidden nodes and layers, as well as the thresholds and weights, leading to a more effective and efficient learning process.

3. \*\*Faster Training:\*\* The proposed GA-KELM trains faster compared to traditional methods.

4. \*\*Enhanced Stability:\*\* The optimization process via GA improves the stability of the results, reducing variability and enhancing reliability.

5. \*\*Iterative Improvement:\*\* GA iteratively finds the optimal solution in the search space, progressively improving model performance.

6. \*\*Comparative Superiority:\*\* Experiments demonstrate that GA-KELM outperforms existing models like CMAQ, SVR, and DBN-BP in terms of accuracy and training speed.

**CONCLUSION :**

The economic development achieved by the country through rapid urbanization is polluting the environment in an alarming way and putting people’s lives in danger. Therefore, a correct analysis and accurate prediction of air quality remains a primary condition to achieve the objective of sustainable development. This paper focuses on the problem of prediction model design, and investigates the problems related to the optimization of the model parameters. A GA-KELM model is designed, implemented, and tested. It is experimentally proven to be more efficient than the classical shallow learning and can effectively explore and learn the interdependence of multivariate air quality correlation time series such as temperature, humidity, wind speed, SO2, and PM10. Therefore, the GA-KELM model developed in this study can be used to provide valuable support to vulnerable groups and trigger early warning of adverse air quality events. However, there are still areas for further investigation and improvement. In recent years, numerous advanced algorithms and optimization methods based on genetic algorithms and population intelligence have emerged. Therefore, future research should explore the underlying significance and value of combinatorial intelligence optimization algorithms such as the Limit Learning Machine. Additionally, we acknowledge the need to address the issue of manually setting the number of hidden layer nodes in the optimal Limit Learning Machine. Although the Dynamic Extreme Learning Machine (DELM) algorithm offers adaptive determination of hidden layer nodes without human intervention, further work should be dedicated to this aspect. Moreover, to enhance the accuracy and validity of air quality measurement and assessment, it is crucial to integrate pollutant emission factors and meteorological factors into the evaluation system. This integration will enable a more precise and comprehensive evaluation of air quality. In conclusion, our study highlights the significance of the GA-KELM model in predicting air quality. We have addressed the optimization challenges and demonstrated its superiority over traditional methods. However, there is still room for improvement and further research. Future studies should delve into advanced optimization algorithms based on genetic algorithms and population intelligence, explore the potential of the Limit Learning Machine, and strive for adaptive determination of hidden layer nodes. Furthermore, the integration of pollutant emission factors and meteorological factors into the evaluation system will advance the accuracy and reliability of air quality measurement and assessment.
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